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Reality Check

FACT: Codex, GPI-x, etc are now widely used to generate code.




Does Codex help coders
In “Vivo™?
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ABSTRACT

© Successful use cases

The software engineering community recently has witnessed wide- O Usage patterns | @ Motivation for using 2t b u Z- R L N O n . f u n C r e q / ; ; n l- S ?
spread deployment of Al programming assistants, such as GitHub @ Motivation for not using

Copilot. However, in practice, developers do not accept Al program- - . .
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Many defects,

on two different kinds of approaches: (1) program synthesis algo-
Recent advances in Large Language Models (LLM) have made auto- rithms that search over a large program space defined by a domain- h r d Z‘ G r k d
matic code generation possible for real-world programming tasks in specific language (DSL) [2, 7, 10, 12, 14, 19, 24, 25, 30, 31, 34, 43], a O O C O e )]
general-purpose programming languages such as Python. However, and (2) deep learning models that are trained on a large amount

there are few human studies on the usability of these tools and how of eting code and can generate new code given some forms of ] / . k ' /
..but subjects like it anyway:




Do LLMs help coders
In “Vivo™?
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Personal take on Code LLMs

 Developers like them, Use them.

 Not clear they always fully understand the code they're

using, and what the "PSP” is for this.

'In an astonishingly short time, ever







Large Language Models and Simple, Stupid Bugs
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Vlethodology

e Simple, Stupid, Bugs 4 Java... One line bug fixes from 1000 projects.
(SStubs4d, Karampatsis & Sutton 2020)

* GO back in history, and find when they were injected (by human dev




All samples in dataset used
were fixed before
LLM training data was gathered.



Result
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Also lookeq at...

 When CoPilot generates Simple, Stupid Bugs, were they “stickier™




lake Aways...

 Programmers like LLM-based plugins.

e | [Ms often recapitulate human errors.




